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Fig. 1. (A) Scatterplot of havg as a function of word usage frequency for the English Google Books word list generated by Garcia et al. (1). Uncontrolled subsampling of lower
frequency words yields a poor candidate for linear regression. The lower curve provides a coarse estimate of cumulative lexicon coverage as a function of usage frequency f using
Zipf’s law fr ∼ f1r

−1 inverted as r ∼ f1/fr. The rapid drop off begins at around rank 5,000, the involved lexicon size for Google Books in labMT (2). (B) Scatterplot of havg as a function
of rank r for the 5,000 words for Google Books contributing to labMT, the basis of our “ jellyfish” plots (2). (C) The same data as in B but now plotted against the inverse of usage
frequency. The approximate adherence to Zipf’s law f ∼ r−1 means there is no substantive loss of information if regression is performed on the correct transformation of frequency.
Linear regression fits for the first two scatterplots are havg ’ 0.089 log10 f + 4.85 and havg ’ −3.04 × 10−5 r + 5.62 (as reported in ref. 3). Note difference in signs, and the far
weaker trend for the statistically appropriate regression against rank in B. Pearson correlation coefficients: +0.105, −0.042, and −0.043 with P values 6.15 × 10−26, 3.03 × 10−3,
and 2.57 × 10−3. Spearman correlation coefficients: +0.201, −0.013, and −0.013 with P values 6.37 × 10−92, 0.350, and 0.350 (B and C must match). The Spearman analysis
indicates that an assumption of a nonmonotonic relationship between havg and rank r is well supported.
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